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1 Introduction

As with all dynamical systems, it is interesting to observe the position and
velocity of an object as functions of time. There are many approximations that
can be made to obtain answers, some of which are more accurate than others.
Different techniques were used to observe simple harmonic motion as a function
of time.

The first of which, the Euler‘s method, for evolving differential equations
determines a velocity by taking the previous velocity, and extrapolating the slope
of the that velocity (constant acceleration) for further determination of the next
values in the function. The problem with the Eulers method, as will be seen,
is that unless an unreasonably small step size (on the order of microseconds)
is used, error quickly builds up and data is rendered useless. A much better
approximation takes into account a change of this slope, and thus a non-constant
acceleration that progresses forward in time. The 2nd order and 4th order
Runge-Kutta methods will be studied in this lab.

2 Theory

In its general form, consider the following differential equation where the right
hand side is a function of both time and another function dependent on time.

dy
dt = f(t,y(t))

From this equation, the 2nd order Runge-Kutta method estimates y(t) as
follows.

k1 = dt∗f(t,y(t)) ⇒ k2 = dt∗f(t+dt
2 ,y(t)+k1

2 )

y(t+dt) = y(t) + k2

If we consider the simplest simple harmonic oscillator, a mass-on-a-spring,
we get the following, coupled differential equations.
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dx
dt = v(t), dv

dt = f(t) = -( km )∗x(t)

By applying the 2nd order Runge-Kutta (RK2), we get the following two
equations.

x(t+dt) = x(t) + k2, k2 = dt∗(v(t) + (- km )∗x(t)∗dt2 )

v(t+dt) = v(t) + k2, k2 = dt∗(- km )∗(x(t) + v(t)∗dt2 )

The RK2 method produces more accurate data than Euler‘s method by
calculating the slope at the midpoint of the interval based off of Euler‘s approx-
imation. This midpoint slope is then used to make a better extrapolation of the
endpoint of the interval. It is interesting to see how energy is conserved between
the two methods. Obviously, a simple harmonic oscillator is a conservative sys-
tem, therefore, we should not get an increase or decrease of energy throughout
it‘s time-development. Table 1 includes a quantification of how well energy is
conserved.

The RK2 method is a significant improvement from Euler‘s method, how-
ever, we can get even better data with the 4th order Runge-Kutta technique.
RK4 may not always produce more accurate data than RK2, but it is more
stable, which becomes important with more complicated systems. The RK4
formulation is as follows.

k1 = dt∗f(t,y)

k2 = dt∗f(t+dt
2 ,y(t)+k1/2)

k3 = dt∗f(t+dt
2 ,y(t)+k2/2)

k4 = dt∗f(t+dt,y(t)+k3)

⇒ y(t+dt) = y(t) + 1
6∗(k1 + 2k2 + 2k3 + k4)

Both RK2 and RK4 methods were implemented into the code as functions.
The unique thing about casting RK2 and RK4 as functions, is that a program-
mer can easily change the forces applicable to the problem by swapping out a
single equation. Without these functions, a new piece of code must be produced
for every type of force law. With a general form numerical approximation, a
wide range of forces may be input; further, the values of these functions may
be determined at small intervals. The RK2 and RK4 methods were applied to
a pendulum, with both large and small amplitude oscillations. The pendulum
follows the following mathematical equations.

mLd2θ
dt2 = -mgsin(θ)

This standard equation can be identified in the general, coupled differential
equations form as follows.
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dθ
dt = w; d2θ

dt2 = dw
dt = - gL sin(θ)

This pendulum was observed with both small-amplitude and large-amplitude
oscillations. The period of the oscillation was also studied as a function of initial
pendulum angle.

After an adequate code was produced, and accurate results were obtained,
a more real-world situation was considered, one with drag. A linear drag force
term (Fdrag = -bv). The pendulum was studied with underdamped, critically
damped, and overdamped drag coefficients.

3 Data/Calculations

Energy conservation is an extremely important law in the natural sciences. In
order to properly simulate scientific models, conservation laws must be upheld.
The following table displays the fractional error of different techniques used in
this lab at different time intervals.

dt (ms) Euler FracErr RK2 FracErr RK4 FracErr
1 0.0512721 1.25 E-8 2.49 E-14
10 0.848845 1.25 E-5 6.95 E-11
100 143.773 0.125783 6.94 E-6
300 1.779 E6 0.401906 1.67 E-3

Table 1 - Fractional errors for different numerical differential equation
solutions as a function of step size.

Referring to the following Figure 1, one can see why the Euler‘s method
approximation is not an accurate assessment of a conservative system. Figure
1 displays the run away effect of energy.
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Figure 1: Violation of the conservation of energy implies an inadequate piece
of code.

In the following figure, one can see the run away effect of energy in the
Euler‘s method vs the conservation of energy of the RK2 method. Notice that
within 3 periods, the Euler‘s method amplitude has tripled.
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Figure 2: The position and velocity of the simple harmonic oscillator
determined by two methods.

As stated in Theory, the simple harmonic oscillator was converted into a
simple pendulum that began it‘s motion at different angles. In order to ensure
that the program was producing reasonable results, the position and velocity
was plotted as a function of many different starting angles. Figures 3-10 display
this behavior.

5



Figure 3: A pendulum whose initial angle was 0.0 radians. With no initial
potential energy, the pendulum is static.

Figure 4: A pendulum whose initial angle was 0.5 radians. With an initial

6



potential energy, the pendulum is no longer static; it behaves simple harmonic
motion.

Figure 5: A pendulum whose initial angle was 1.0 radians.
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Figure 6: A pendulum whose initial angle was 1.5 radians.

Figure 7: A pendulum whose initial angle was 2.0 radians.

Figure 8: A pendulum whose initial angle was 2.5 radians. With a higher
initial potential energy than the previous, the simple harmonic motion
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displays a higher amplitude and slightly longer period than the last. Notice
the slight bowing effect of the velocity. This is due to the gravitational force

having an angular dependence.

Figure 9: A pendulum whose initial angle was 2.9 radians. With a higher
initial potential energy than the previous, the simple harmonic motion

displays a higher amplitude and slightly longer period than the last. Notice an
even larger bowing effect of the velocity. When the pendulum begins at an

angle larger than 90 degrees, some of the gravitational force is negated by the
normal force of the fixed rod holding the bob. This is why the bob accelerates

less and thus has a lesser slope in certain parts of the graph.
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Figure 10: A pendulum whose initial angle was π radians. With the highest
gravitational potential energy, the bob is initially unaffected. This is because
the rod supporting it is directly under it at the beginning of the simulation.

This explains the seemingly flat velocity for the first ∼ 4 seconds of the
simulation.

In observing Figures 3-10, it is evident that the period changes as a function
of initial angular position. This is contradictory to what is taught in basic
mechanics course. This is because in basic mechanics courses, the sin(θ) =
θ approximation is made. This approximation is only allowed if the angular
displacement is small. Since significantly larger angular displacements were
used, the period is no longer constant. Figure 11 displays oscillation period as
a function of initial angle.
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Figure 11: Notice the apparent exponential increase of oscillatory period as a
function of initial angle. Note, ‘apparent‘ exponential increase because the last
point on this graph is associated with a vertical pendulum bob and therefore,

the next point would begin a new cycle of oscillatory period values.

As mentioned in Theory, it is important to make simulations that abide by
real physical rules, one of which is conservation of energy. The following figures,
Figures 12-15 display the energies of different tehniques used in this lab.
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Figure 12: The total energy of RK2 and RK4 methods with an initial bob
angle of 1 radian. Note that although RK2 seems to run away, it only

increases by 0.0014 units of energy over a span of 100 seconds. RK4 seems to
not deviate at all, indicating an excellent differential equation solving code.
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Figure 13: The total energy of RK2 and RK4 methods with an initial bob
angle of 2.9 radians. Two things to note, the oscillatory behavior of the total
energy of the RK2 method, albeit a total oscillation of 0.003 units of energy,
and the stability of RK4. Again, the total energy fluctuations of RK4 cannot

even be seen on this scale.

It is also extremely valuable to look at the fractional error of the energies
produced by the code.

Figure 14: The fractional error of energy of RK2 and RK4 methods. The
graph is done on a logscale to depict how miniscule the fractional error actually
is. This graph is representative of an initial angular displacement of 1 radian.
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Figure 15: The fractional error of energy of RK2 and RK4 methods, also on a
logarithmic scale. This graph is representative of an initial angular

displacement of 2.9 radians.

The final phenomenon observed in this lab was the addition of drag forces
to the pendulum. As is known from study of classical mechanics, a harmonic
oscillator can be damped in three ways; an oscillator may be underdamped,
overdamped or critically damped. The following figure, Figure 16 displays all
three cases. Referring to the drag force equation above, bunderdamped = 0.05
kg
s , boverdamped = 10.0 kg

s , and bcriticallydamped = 2.0 kg
s .
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Figure 16: An excellent depiction of a single harmonic oscillator undergoing
different damping constants.

4 Conclusion

There are a few different approaches to solving coupled differential equations;
a few of which are better than others. This lab was an excellent exploration
of the different techniques available to computer programmers. It was deter-
mined that the 4th order Runge-Kutta technique was the best of those used
in this lab. I am sure there are other, even more accurate approximations to
differential equations. These techniques will prove to be extremely valuable in
future programming endeavors. Another valuable sub-lesson in this lab was the
use of functions. Properly defining and pointing to functions may save lines of
spaghetti code and will prove extremely important for code efficiency.
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