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1.  Introduction 

Images are considered as one of the most important medium of conveying 

information.Understanding images and extracting information from them so that the 

informationcan be used for other tasks is an important aspect of many industrial applications. 

Image segmentation refers to the process of partitioning a digital image into meaningful 

segments.A great variety of segmentation methods has been proposed in the past decades. 

The choice of a segmentation technique over another is made by type of an image and 

characteristics of the problem. In this paper we present the state of the art segmentation 

techniques, which are k-means and mean shift algorithm. 

 

2. K-means algorithm 

K-means algorithm is an unsupervised clustering algorithm that classifies the inputset of data  

into multiple clusters based on their distance from each other, where the distance isgiven by 

pixels’ intensity, color, texture or combination of these. [7]In the k-means algorithm each 

cluster is represented by its centroid (mean). Minimum distance between an evaluated point 

and a centroid is used as a criterion for assignment of a pointto the related cluster.[7] The 

points are clustered around centroidsµ𝑖 ,  𝑖 = 1,… ,𝑘 which are obtained by minimizing the 

objective  

𝐽 =   (𝑥𝑗 − µ𝑖  )
2

𝑥𝑗∈𝑆𝑖

𝑘

𝑖=1

 (1) 

 

where there are k clusters 𝑆𝑖 , 𝑖 = 1,… ,𝑘;µ𝑖  is the geometric centroid and 𝑥𝑗  is the n-thdata 

point in 𝑆𝑖 . The task of k-means is to find the minimum of𝐽function hence its objective is to 

minimize the average square Eucklidean distance of data points from their cluster where the 

cluster center is defined as the mean of data points in a cluster. 

In k-means algorithm initial clusters are created by choosing k random values from set of data 

points. These random values represent initial centroids of clusters.Such an initialization of a 

cluster is known as seeding stage. In the next stage, which is known as labeling,is every point 

𝑥𝑖  assigned to a cluster 𝐶𝑗  with criterion of minimal Euclidian distance satisfied.Following 

the assignment of every point to the nearest cluster, centroids are recalculated in update stage. 

Each centroid 𝐶𝑗  is recalculated as a mean of all assigned points𝑥𝑖 ∈  𝐶𝑗 . 
Both labeling and update stage are repeated until all points are firmly assigned to a cluster 

and clusters centroid positions are no longer being changed. However, final result is 

influenced by initial position of centroids. [7] 

 

3. Mean shift segmentation 

Mean shift is an unsupervised clustering segmentation method,where the number of data 

clustersis unknowna priori. It is a generally effective segmentation technique and has become 

widely-used in the vision community. [3] 
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Mean shift defines a window around every data point and computes mean of all data points 

within this window. Then it shifts the center of the window to this calculated mean and 

repeats this algorithm till it converges.The way mean shift algorithm computes a mean within 

a window comes fromthe idea that all the data  points in ann-dimensional featurespace are 

considered as an empirical probability density function where dense regions in the 

featurespace correspond to the local maxima (also called modes) of the underlying 

distribution.[4] For each data point mean shift calculates a gradient of density of points in its 

close surroundings and moves mean position in this gradient’s direction as long as the local 

maxima (mode) is found. In terms of segmentation, it is intuitive that the data points close to 

these modes should be clustered together. [3] In order to find modes of probability density 

function the kernel density estimation function is used. Common formula for probability 

density function for a point in n-dimensional space is  

 

𝑓 𝑥 =  
1

𝑁
 𝐾 𝑥𝑖 − 𝑥 

𝑁

𝑖=1

 (2) 

 

wherex and𝑥𝑖  are points in n-dimensional space, N is number of points in surroundings of x 

and K(x) is a radial symmetric function called kernel. Mostly used kernels are Epanechnikov, 

Gaussian and uniform kernel. Epanechnikov kernel is combination of speed and accuracy of 

uniform and Gaussian kernel. Epanechnikov kernel is given 

 

𝐾𝑒 𝑥 =  
𝑐𝑘 1 −  𝑥 2  𝑓𝑜𝑟  𝑥 ≤ 1

0                   𝑜𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
  (3) 

 

From the equation above we can see that kernel profile is defined just on interval  0,1 . For 

this reason each point is normalized by kernels width h which defines size of point’s 

surroundings. After derivation andsubstitution of h and kernel formula into equation (2) we 

get  

∇𝑓 𝑥 =
2𝑐𝑘
𝑁. 𝑕2
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− 𝑥  (4) 

 

which is a common formula for density gradient computation. A combined kernel is very 

often utilized in image analysis.Forsuch a kernel two widths h are defined. The first one𝑕𝑠 is 

called spatial width which determines size of a window. The second one𝑕𝑟  is called range 

width and determines the maximum distance between x and 𝑥𝑖  in n-dimensional color space. 

Combined kernel is then defined as product of two standalone kernel functions and is given 

by equation 

 

𝐾𝑒 𝑥 = 𝑐𝑘 . 𝑘𝑠   
𝑥(𝑠) − 𝑥𝑖

(𝑠)

𝑕𝑠
 

2

 . 𝑘𝑟   
𝑥(𝑟) − 𝑥𝑖

(𝑟)

𝑕𝑟
 

2

  (5) 

 

In segmentation process we need to calculate equation (5) for each data point. In computation 

we utilize its surroundingspoints position as well as their color values. This process iterates 

until the size of this vector is smaller than some a priori defined value𝜀. When this condition 

is met we save point’s position into which the algorithm converged and repeat whole 

computation for next point. Image areas with similar properties are marked with a number 

which denotes that points from this area belong to the same cluster.  
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4. Experiment 

To verify performance of k-means and mean shift algorithm we segmented images obtained 

from Berkley image dataset. Images segmented by k-means algorithm were partitioned into 

two, three and four clusters. Mean shift segmentation was conducted with three different 

values of spatial and color width. After segmentation we did morphological operations on 

images to get contours of segmented objects and compared these contours with base ground 

segmentation from Berkley image dataset.  

 

5. Results 

In figures (1) and (2) are images segmented by k-means and mean shift algorithm 

respectively. In figure(1.a) and (2.a) are original images. In figures(1.b), (1.c) and (1.d) is the 

original image segmented into 2, 3 and 4 clusters respectively. In figures (2.b), (2.c) and (2.d) 

is the original image segmented with parameters 𝑕𝑠= 𝑕𝑟  = 5, 𝑕𝑠 = 𝑕𝑟  = 15, 𝑕𝑠 = 𝑕𝑟  = 20 

respectively. In figures (5.a), (5.b), (6.a) and (6.b) are contours of images segmented by k-

means and mean shift algorithm. In figures (5.c), (5.d), (6.c) and (6.d) are the same images 

segmented by two different people. 

 

 
   

a) b) c) d) 

Fig.1: An image segmented by k-means algorithm. Figure a) original image, b), c) and d) original 

image segmented into 2, 3 and 4 clusters respectively. 

 
   

a) b) c) d) 

Fig.2:An image segmented by k-means algorithm. Figure a) original image, b), c) and d) original 

image segmented into 2, 3 and 4 clusters respectively. 

 

    
a) b) c) d) 

Fig.3: An image segmented by mean shift algorithm. Figure a) original image, b), c) and d) original 

image segmented into 2, 3 and 4 clusters respectively. 

 

    
a) b) c) d) 

Fig.4: An image segmented by mean shift algorithm. Figure a) original image, b), c) and d) original 

image segmented into 2, 3 and 4 clusters respectively. 
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a) b) c) d) 
Fig.5: Contours of segmented object. Result of segmentation by a) k-means, b) mean shift, 

 c) person 1 d) person 2 

 
   

a) b) c) d) 
Fig.6: Contours of segmented object. Result of segmentation by a) k-means, b) mean shift, 

 c) person 1 d) person 2 

6. Conclusion 

As we can see from results above k-means and mean shift algorithms are very powerful state 

of the art segmentation methods. With right parameters we get segmentation results very 

similar to human segmentation as we can see from figures (5) and (6). The choice of right 

parameters depends on complexity of a scene as we can see in figure (1) where the choice of 

four clusters results in oversegmentation. Also the size of spatial and range width in mean 

shift algorithm plays significant role in pixel clustering as we can see in figure (3.c) and (3.d) 

that some plane pixels were assigned to wrong cluster.  

Although k-means algorithm is powerful and widely used it has drawbacks. The number of 

clusters for segmentation needs to be estimated and defined by the user at the initial stage of 

the segmentation process. An incorrect choice of the number of clusters will invalidate the 

whole process. The other drawback is that centroids are chosen randomly so k-means gives 

different results every time. Mean shift is a stable algorithm in terms of achieving the same 

results but is slower and needs more computation power. 
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